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#### Abstract

A comparative study on the code distances spectrum of recursive and systematic duo-binary convolutional codes (RSDBCC) is presented, which led to the construction of good turbo codes. For the selection of the RSDBCC, which represents the object of the present survey, we have used the convergence criterion. The restriction of the study at a limited number of codes is a consequence of the huge number of possibilities. The purpose of this comparative study, realized on the best codes, was the identification of the statistical characteristics which justify good performance.
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## 1. Introduction

The history Forward Error Correction Coding (FECC) dates back to Shannon's pioneering work in which he predicted that arbitrarily reliable communications are achievable by redundant FECC. Convolutional codes (CC), this proceeding being discovered by Elias (1955). Due to the simplicity of the

[^0]codes and the possibility to use decoding algorithm such as SISO (Soft Input Soft Output), the CC are the most used component codes of the turbo codes.

A rate $R_{c}=k / n$ convolutional code is an application from the semiinfinite set of binary matrix with a number of $k$ lines towards the semi-infinite set of binary matrix with a number of $n$ lines, where $n>k$

$$
\begin{equation*}
\mathfrak{e}: M_{k \times \infty} \rightarrow M_{n \times \infty} . \tag{1}
\end{equation*}
$$

Thus, using the $\mathcal{C}$ transformation, for each matrix $U \in M_{k \times \infty}$, of the form

$$
U=\left[\begin{array}{ccccc}
u_{10} & u_{11} & \ldots & u_{1 j} & \ldots  \tag{2}\\
\ldots & \ldots & \ldots & \ldots & \ldots \\
u_{k 0} & u_{k 1} & \ldots & u_{k j} & \ldots
\end{array}\right], u_{s j} \in\{0,1\}, \forall j=\overline{0, \infty}, s=\overline{1, k},
$$

is attached a matrix $V \in M_{n \times \infty}$, having the form

$$
V=\left[\begin{array}{ccccc}
v_{10} & v_{11} & \ldots & v_{1 j} & \ldots  \tag{3}\\
\ldots & \ldots & \ldots & \ldots & \ldots \\
v_{n 0} & v_{n 1} & \ldots & v_{n j} & \ldots
\end{array}\right], v_{s j} \in\{0,1\}, \forall j=\overline{0, \infty}, s=\overline{1, n} .
$$

The matrix $U$ contains the information bits and the matrix $V$ the coded sequences. Using a polynomial representation, the encoding rule is

$$
\begin{equation*}
V(D)=G(D) \cdot U(D) \tag{4}
\end{equation*}
$$

where

$$
\begin{gather*}
U(D)=\left[\begin{array}{lllll}
\sum_{j=0}^{\infty} u_{1 j} D^{j} & \sum_{j=0}^{\infty} u_{2 j} D^{j} & \ldots & \sum_{j=0}^{\infty} u_{k j} D^{j}
\end{array}\right]^{T},  \tag{5}\\
V(D)=\left[\begin{array}{llllll}
\sum_{j=0}^{\infty} v_{1 j} D^{j} & \sum_{j=0}^{\infty} v_{2 j} D^{j} & \ldots & \sum_{j=0}^{\infty} v_{k j} D^{j} & \ldots & \sum_{j=0}^{\infty} v_{n j} D^{j}
\end{array}\right]^{T} \tag{6}
\end{gather*}
$$

and

$$
G(D)=\left[\begin{array}{cccc}
g_{11}(D) & g_{12}(D) & \ldots & g_{1 k}(D)  \tag{7}\\
\ldots & \ldots & \ldots & \ldots \\
g_{n 1}(D) & g_{n 2}(D) & \ldots & g_{n k}(D)
\end{array}\right]
$$

is the generator matrix of the code.

The code is systematic if $v_{j s}=u_{j s}, \forall j$, and $\forall s=\overline{1, k}$. If at least one generator polynomial that compose $G(D)$ is of infinite degree, then the corresponding code is recursive. The turbo-codes use almost exclusively recursive systematic convolutional codes due to their superior performance.

### 1.1. State Diagram

A convolutional encoder can be assimilated with some finite-state machines, (Viterbi, 1971), which can be characterized by the state transition diagrams. We define the encoder state diagram with the aid of the example in Fig. 1. Given that there are two bits in the shift register (denoted by $D$ ) at any moment, there are four possible states $(00,10,01$ and 11$)$ in the state machine and the state transitions are governed by the incoming bit, $u$. So, the nodes of each diagram represent the possible states, and the labels of each branch give the corresponding output bits sequences. The state diagram for the encoder from Fig. $1 a$ is shown in Fig. $1 b$. A state transition due to a logical zero is indicated by a continuous line in Fig. $1 b$, while a transition activated by a logical one is represented by a broken line.


Fig. $1-a-$ The implementation of the recursive systematic code (RSC) with the generator matrix $G=\left[1, \frac{1+D^{2}}{1+D+D^{2}}\right]^{T} ; b-$ the corresponding state diagram.

### 1.2. Transfer function

The practical information sequences $U$ has finite length, $N$. A CC encodes a sequence of information that starts from the state 00 and ends to the same state. So, any encoded sequence corresponds to a path, made up by a succession of branches through the state diagram which begins and ends in the zero state (Viterbi, 1971). An error of the decoder supposes the selection of another path different from the corresponding path from the encoder. Due to the linearity of the CCs (eq. (1)) the difference between the two paths (from the encoder and from the decoder) can be an admissible sequence, which corresponds to a path through the state diagram, from the 00 state toward the 00
states. In other words, the paths that correspond to a minimum number of branches indicate the possibility of the error. More exactly, the weights sequences (the number of information bits equal with 1 of the branches) represent the number of errors resulted. So, it is useful to find the weight spectrum of different paths (Viterki, 1971). This spectrum will be a measure of the decoder error probability. The node 00 is split in two parts, in the starting state and finishing state respectively, to find all paths that leave and return back to the zero state, as well as their weights. The state diagram can be understood as a graph of nodes and transmittances. For example the state diagram in Fig. $1 b$ is equivalent with the state diagram represented in Fig. 2, where we have used the following denotations: $\delta$ - the Hamming weight of the encoded output sequence, $\beta$ - the Hamming weight of the information sequence and $\lambda$ - the length of the branch.


Fig. 2 - State diagram labeled with distance, length, and number of input ones, of Fig. $1 a$.

Using the rule of Mason (1966) we can find out the transfer function of the graph in Fig. 2

$$
\begin{equation*}
T(\delta, \beta, \lambda)=\frac{\delta^{5} \beta^{3} \lambda^{3}+\delta^{6} \beta^{2} \lambda^{4}-\delta^{6} \beta^{4} \lambda^{4}}{1-\delta \beta \lambda-\delta \beta \lambda^{2}-\delta^{2} \lambda^{3}+\delta^{2} \beta^{2} \lambda^{3}} . \tag{8}
\end{equation*}
$$

Developing $T$ following the powers of $\delta$ (powers that indicate the weight of a certain path), we can find

$$
\begin{equation*}
T(\delta, \beta, \lambda)=\delta^{5} \beta^{3} \lambda^{3}+\delta^{6} \beta^{2} \lambda^{4}+\delta^{6} \beta^{4} \lambda^{5}+2 \delta^{7} \beta^{3} \lambda^{5}+\delta^{7} \beta^{3} \lambda^{6}+\ldots \tag{9}
\end{equation*}
$$

The obtained result in the eq. (9) can be understood as follows. The term $\delta^{5} \beta^{3} \lambda^{3}$ indicates a path that leaves from 00 and arrives to 00 ; it has three branches (the exponent of $\lambda$ ) and its weight is 5 (the exponent of $\delta$ ). This path is: $00 \rightarrow 10 \rightarrow 01 \rightarrow 00$ (Fig. 1 b ). The corresponding encoded output sequence is $v=110111$ with the weight 5 . This path has also three branches, all represented with broken line in Fig. $1 b$, corresponding to an input sequence $u=111$. We can interpret all others terms of the development in eq. (9) in the same way.

### 1.3. Weights Spectrum

The relation (9) includes a number of paths that increases exponentially with the weight path. This relation may become useful if is expressed put in a compact form. This can be done by constructing a function, named weights spectrum, which gives for each value of the exponent $\delta$ (weight path, $P w$ ) the corresponding number of paths, i.e. the numbers of terms in eq. (9).

In Table 1 we present the weights spectrum of the RSC encoder defined in Fig. 1. $N w$ indicates the total number of path having the weight $P w$. Iw represents the sum of the weights of information sequences that correspond to the $N w$ paths, and $L w$ is the maximal length of a path (between the $N w$ path).

Table 1 shows that there is a path with a length $L w=3$, having a weight $P w=3$ and corresponding to an input sequence with the weight $I w=3$. The weight of this path defines the minimum code distance, $d_{\text {min }}$. Table 1 also shows the two paths of weight 6 , which have input sequences with added weights equal with $6=2+4$, the longest having the length 5 , and so on.

Table 1
Weights Spectrum for the Encoder Defined in Fig. 1

| $P w$ <br> weight | $N w$ <br> number of path-word | $I w$ <br> total information weight for all words | $L w$ <br> max. word length |
| :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 |
| 2 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 |
| 4 | 0 | 0 | 0 |
| 5 | 1 | 3 | 3 |
| 6 | 2 | 6 | 5 |
| 7 | 4 | 14 | 7 |
| 8 | 8 | 32 | 9 |
| 9 | 16 | 72 | 11 |
| 10 | 32 | 160 | 13 |
| 11 | 64 | 352 | 15 |
| 12 | 128 | 768 | 17 |
| 13 | 256 | 1,664 | 19 |
| 14 | 512 | 3,584 | 21 |
| 15 | 1,024 | 7,680 | 23 |
| 16 | 2,048 | 16,384 | 25 |

## 2. The RSDBC Code of Rate $2 / 3$

Fig. 3 shows the general scheme of a recursive and systematic convolutional encoder with $r$ inputs, known in the literature (Johannesson \& Zigangirov, 1999), as a canonical form „observer".

Using the denotations from Fig. 3 and the $D$ transform $\left(g_{i}(D)=\sum_{j=0}^{M} g_{i j} D\right.$
and $\left.C(D)=\sum_{n=0}^{\infty} c^{n} D^{v}\right)$, it can be shown that the transfer function matrix, $G(D)$, of the encoder is given by the following eq. (Johannesson \& Zigangirov, 1999):

$$
G(D)=\left[\begin{array}{cccc}
1 & \cdots & 0 & 0  \tag{10}\\
\ldots & \cdots & 1 & 0 \\
0 & \cdots & 0 & 1 \\
\frac{g_{r}(D)}{g_{0}(D)} & \cdots & \frac{g_{2}(D)}{g_{0}(D)} & \frac{g_{1}(D)}{g_{0}(D)}
\end{array}\right]
$$

so that $V(D)=[U(D) ; C(D)]$, where: $U(D)=\left[\begin{array}{lllll}u_{r}(D) & \ldots & u_{2}(D) & u_{1}(D)\end{array}\right]^{T}$. For the sake of simplicity, further we will use for the generator matrix the denotation $G=\left[\begin{array}{llll}g_{r} & \ldots & g_{1} & g_{0}\end{array}\right]$, where the numbers $g_{i},(i=0, \ldots r)$, represent the decimal transposition of the binary sequence $\left[g_{i, m} \ldots g_{i, 1} g_{i, 0}\right]$.

In this paper we will investigate the RSCC with $r=2$ inputs (duo binary). So, for this family of codes, the generator matrix that identifies a particular encoder is of the form

$$
G=\left[\begin{array}{lll}
g_{2} & g_{1} & g_{0} \tag{11}
\end{array}\right]
$$

where $g_{i},(i=0,1$ or 2$)$, are decimal numbers with values between 1 and $2^{m+1}-1, m$ being the memory of the encoder.


Fig. 3 - The general structure of a recursive and systematic multi-input convolutional encoder, with $r /(r+1)$ rate: the observer canonical form.

### 2.1. The Weights Spectrum of the Memory 2 RSDBC

Unlike single input convolutional codes, the state diagram for the duobinary convolutional codes has a higher number of branches. More specifically,
for these codes in each node of the state diagram leave and enter $2^{r}=4$ branches. Consequently, their transfer functions have much more terms. These transfer functions and the corresponding weights spectra can be calculated only using dedicated programs.

Table 2
Weights Spectra for the Memory 2 RSDBC Encoders


In Table 2 are presented the weights (distances) spectra for the best 12 memory two RSDBC encoders. The ranking criterion used was the convergence of the turbo decoders formed with these codes (Baltă et al., 2010). An initial assessment is that all the spectra presented in Table 2 have $d_{\text {min }}=3$, a lower value than the corresponding value in Table 1.

## 3. Conclusions

Comparing the spectra from Table 2 we can observe the following aspects:

1. The encoders with the „poorest" spectrum at small weight have better performance. The encoders $G_{1}, G_{2}, G_{3}$ and $G_{4}$ generate a single path with the weight of 3 . For $G_{1}$ and $G_{2}$ this path corresponds to an input sequence with a weight of 2 .
2. At higher weights, "good" spectra can become rich. This will lead to a reversal of the encoders' hierarchies at small SNRs, where these weights are important (the probability of the error of the words with greater weights is increasing at low SNRs).

Based on previous remarks, it is possible to formulate an opinion about the quality of an RSDBCC encoder based on the analysis of its distances spectrum. We will continue in the future the analysis of the weights spectrum of the RSDBCC encoders with memory bigger than two.
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COMPARAȚIE ÎNTRE DISTRIBUȚIA PONDERILOR CONVOLUȚIONALE, RECURSIVE ŞI SISTEMATICE, DUO-BINARE ÎN TURBO-CODURI
(Rezumat)
Se prezintă rezultatele unui studiu comparativ asupra spectrului distanțelor pentru codurile convoluționale, recursive şi sistematice, duo-binare, ce contribuie la construcția unor turbo-coduri cu performanțe superioare. Selecția codurilor ce constituie obiectul' studiului prezentat a fost efectuată utilizând criteriul convergenței procesului iterativ de turbo-decodare. Restricția studiului asupra unui număr limitat de coduri este o consecință a numărului foarte mare de coduri posibile. Scopul acestui studiu a fost identificarea unor caracteristici statistice ale spectrelor de distanță care să justifice performanțele opținute.
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