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Abstract. Using a new VLSI algorithm for 1-D DCT a new VLSI 
architecture has been obtained that can be unified with that for 1-D DST. The 
proposed architecture has some appealing features, such as a high throughput 
with a low hardware complexity, and some attractive topological features, like 
modularity, regularity and local interconnections. These features have been 
obtained due to the fact that the VLSI algorithm used has a modular and regular 
computational structure and can be computed in parallel using two pseudo-
correlation structures, thus resulting a high throughput VLSI implementation. 
Due to the fact that the VLSI algorithm is highly modular, regular and uses only 
local connections it was possible to efficiently use the systolic array architectural 
paradigm. 
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1. Introduction 
 

The discrete cosine transform (DCT) (Ahmed et al., 1974; Jain, 1976; 
Jain, 1989) is important for some digital signal processing applications, 
especially in digital compression due to the fact that it is a good approximation 
of the statistically-optimal Karhunen-Loeve transform (Jain, 1976; Jain, 1989). 
Other important digital signal processing applications of DCT are in speech and 
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image transform coding (Jain, 1989; Zhang et al., 2007), DCT based subband 
decomposition in speech and image compression (Chen, 2007), or video 
transcoding (Fung & Siu, 2006). Some other important applications are: block 
filtering (Martucci & Mersereau, 1993), feature extraction (Jadhav & Holambe, 
2008), digital signal interpolation (Wang et al., 1993), image resizing (Park & 
Park, 1996), transform-adaptive filtering (Pei & Tseng, 1996; Mayyas, 2005), 
and filter banks (Bergen, 2008). 

Due to the fact that in some applications DCT yields better results, while 
for others DST is more suitable, a unified VLSI implementation is highly 
desirable.  

Usually the transform length for DCT used in transform coding is 8 or 
16. However, in some applications a prime factor is a more suitable transform 
length than a power of two (Tatsaki et al., 1995), as it can be used in 
applications where the transform length is a composite number where the factors 
are mutually prime. In this paper we will use a new VLSI algorithm for 1-D 
DCT of length N = 13 which is a prime factor length. 

Because 1-D DCT is a computationally intensive algorithm, a software 
implementation is difficult to be used in real-time applications, where it is 
necessary to use a hardware implementation, such as a hardware accelerator 
using the VLSI technology, that can speed up the execution of this transform by 
several orders of magnitude. In order to obtain an efficient hardware 
implementation, it is necessary to reformulate existing 1-D DCT in an 
appropriate manner or, even better, to design entirely new algorithms.  

In designing VLSI algorithms, data moving plays a critical role in 
determining the performances of a VLSI algorithm. Data moving is even more 
important than computational complexity in establishing the performances of a 
VLSI implementation of such an algorithm. Therefore, it is important to use 
special computational structures in the reformulation of the VLSI algorithm. 

Cycle convolution and circular correlation algorithms are among these 
computational structures having efficient input/output and data transfer 
operations leading to efficient VLSI implementations using distributed 
arithmetic (White, 1989) or systolic arrays (Kung, 1982). We can mention here 
some efficient solutions for a VLSI implementation of DCT based on cyclic 
convolution or circular correlation (Meher, 2006; Chiper et al., 2007; Cheng & 
Parhi, 2006; Chiper & Ungureanu, 2011; Xie et al., 2013). 

Some of the mentioned advantages of the circular correlation or cycle 
convolution from a VLSI implementation point of view can be obtained using 
some other structures as for example skew-circular and pseudo-circular 
correlations. 

In this paper we propose a new VLSI architecture which is derived 
based on a new efficient VLSI algorithm. Using a restructuring input sequence a 
regular, modular and parallel VLSI algorithm has been obtained that uses two 
pseudo-correlation structures. These structures have a regular and modular form 
and can be computed in parallel, thus resulting a high throughput VLSI 
implementation. Using this algorithm a regular, modular VLSI architecture has 
been obtained that has a high throughput.  
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The rest of the paper is organized as follows: in Section 2 a new 
restructuring of 1-D DCT is proposed using an example for a 1-D DCT of length 
N = 13. In Section 3 a new VLSI implementation of the proposed algorithm is 
derived based on the systolic array architectural paradigm. Conclusions are 
presented in Section 4. 

2. A VLSI Algorithm for 1-D DCT  

For a real input sequence ( ) : 0,1,..., 1x i i N  , 1-D DCT is defined as: 

1

0

2( ) ( )cos[(2 1) ]
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We will reformulate relation (1) as a parallel computational structure 
based on pseudo-correlation structures using only one input restructuring 
sequence as opposed to (Chiper et al., 2005) where we have used two such 
auxiliary input sequences.  

To illustrate our approach, we will consider an example of 1-D DCT 
with the length N = 13 and the primitive root g = 2. 

First, we will introduce the following auxiliary input sequence   
 1,...,1,0:)(  Niixa  that is defined as follows: 

)1()1(  NxNxa     (3);      )1()()(  ixixix aa               (4) 
for 0,...,2 Ni . 
Using this restructuring input sequence we can reformulate (1) as follows: 
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and:   
   (0) (0)aY x .     (6) 

We have introduced a new auxiliary output sequence  1,...,2,1:)(  NkkT  
that can be computed in parallel using two pseudo-correlation structures as : 
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where  

( ) sin(2 ).s i i     (9) 

In eqs. (7) and (8) we have used two index mappings ( )i  and ( )i  to realize a 
partition into two groups of the permutation of indexes  1,2,3,4,5,6,7,8,9,10 . 
They are defined as follows: 
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The signs of terms in equation (7) and (8) are given by the functions ( , )k i and 
( , )k i  that are defined respectively as follows: 
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( , )k i  is defined by the matrix
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3. A VLSI Implementation Using Systolic Arrays   

To obtain the VLSI architecture from Fig. 1 we have used a data 
dependence-graph based synthesis procedure (Kung, 1988). Thus, we can 
project eqs. (7) and (8) to obtain two linear systolic arrays. As the sine kernel of 
this equations is similar with that obtained for a DST algorithm, the resulted 
architecture can be used also to implement 1-D DST. An important reduction of 
the hardware complexity can be obtain if we use an appropriate hardware 
sharing method as that proposed by Chiper, (1997). 

The obtained systolic array represents the main part of the architecture 
used for the VLSI implementation of the 1-D DCT.  

Analyzing Fig.1 we can observe that the input data enter the array and 
flow through it. When the input data ( ) ( )a ax i x j  and ( ) ( )a ax i x j  are 
flowing through the linear array and they meet the control tag “1” , they are 
stored in that processing element. It can be observed that it is very important for 
this type of architecture that the right data meet other data in the right 
processing element at the right time. 

The  functionality  of  a  processing element from Fig. 1 is shown in 
Fig. 2. One processing element contains two multipliers, two adders and some 
registers to store the input data. It also contains some multiplexers that are used 
to select the correct sign and to store, when it is appropriate, the data into 
registers using the control tags. In order to control the sign we have allocated 
two control tags for each processing element, as can be seen in Fig. 1.  

Another important feature of the proposed architecture consists in using 
the input data in as many processing elements as possible. This is really 
important in reducing the so called I/O bottleneck. The I/O bottle-neck is 
important in designing pipeline architecture due to the fact that it can be the 
most important limiting factor of the speed performances. 

In order to place the input data at one of the two extreme ends of the 
array we have used a special mechanism based on using the control tags (Jen & 
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1988). Thus, using some control tags we can control the content of the registers 
from the two ends of the array. 

Besides the main core presented in Fig. 1 we have a pre-processing 
stage and a post-processing one. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 – The VLSI architecture for 1-D DCT. 
 
The pre-processing stage computes the auxiliary input sequence 

 )1(,...,1,0);(  Niixa  using input data sequence )1(,...,1,0);(  Niix  
as can be seen in eqs. (2) and (4). Then the auxiliary input data is added and 
subtracted in order to obtain the necessary input sequences from Fig.1. Due to 
the fact that these input data are sent in a specific order it is necessary to 
permute them appropriately using two RAMs. The post-processing stage is 
used to permute the auxiliary output sequence  1,...,2,1:)(  NkkT  and to 
obtain the final output sequence using equation (5). It can be seen that there are 
necessary two multipliers and two adders to compute the data from equation (5). 
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Fig. 2 – The functionality of a processing element. 

4. Conclusions   

In this paper a new VLSI architecture is proposed for 1-D DCT that can 
be efficiently unified with that for 1-D DST. The derivation of this architecture 
is based on a new VLSI algorithm for 1-D DCT that can be used to obtain an 
efficient implementation. The obtained VLSI architecture, besides a high 
throughput, has some appealing features like modularity, regularity and local 
interconnections. Some of these features have been obtained due to the fact that  
the proposed algorithm uses some modular and regular computational structures 
called pseudo-correlations that can be computed in parallel, thus resulting a high 
throughput VLSI implementation. Because the VLSI algorithm is highly 
modular, regular and uses only local connections, it was possible to efficiently 
use the systolic array architectural paradigm. The VLSI architecture that can be 
obtained has high performances and good topological properties and can be 
used to obtain a unified implementation for 1-D DCT and DST.  
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O NOUĂ ARHITECTURĂ VLSI PENTRU TRANSFORMATA 1-D DCT BAZATĂ 

PE UTILIZAREA STRUCTURILOR DE PSEUDO-CORELAŢIE 
 

(Rezumat) 
 

În această lucrare se prezintă o nouă arhitectură VLSI pentru transformata 1-D 
DCT care poate fi unificată în mod eficient cu cea pentru transformata 1-D DST. 
Dezvoltarea acestei arhitecturi se bazează pe utilizarea unui nou algoritm VLSI pentru 
transformata DCT 1-D, care poate fi utilizat pentru a obţine o implementare eficientă. 
Arhitectura VLSI astfel obţinută, pe lângă o productivitate ridicată, are câteva 
caracteristici atrăgătoare cum ar fi modularitate, regularitate şi interconexiuni cu 
caracter local. Câteva dintre aceste caracteristici au fost obţinute datorită faptului că 
algorithmul VLSI folosit utilizează anumite structuri computaţionale, cum ar fi cele de 
pseudo-corelaţie, care pot fi calculate în paralel rezultând astfel o implementare VLSI 
cu o productivitate înaltă . Datorită faptului că algoritmul VLSI folosit are un caracter 
ridicat de modularitate şi regularitate şi foloseşte interconexiuni cu caracter local, a fost 
posibilă utilizarea eficientă a paradigmei arhitecturale sistolice. Arhitectura VLSI ce 
poate fi astfel obţinută are performanţe ridicate şi bune proprietăţi topologice şi poate fi 
utilizată pentru obţinerea unei implementări unificate pentru transformatele 1-D DCT şi 
DST. 



 


