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Abstract. The paper aims to establish the load profiles for the consumers, 
in a looped network, when active and reactive power flow on the branches are 
known. The algorithm used is independent component analysis (ICA), a statistic 
computational method that allows the extraction of additive components from a 
mixed signal. The method requires two restrictions referring to the statistically 
independence of the additive components and a non Gaussian probability 
distribution of the sources. In the paper, ICA was used to reconstruct active and 
reactive power requests according to consumer load profiles considering as 
mixed signals power flows on branches. ICA is a blind source separation 
algorithm, so it does not require knowledge of network parameters or 
configuration. The consumer load profiles obtained by the independent 
component method overlapped with a good approximation over the real load 
graphs of consumers used in modeling. 

 

Keywords: independent component analysis; branch power flow; electric 
network; consumer load profile; statistical signal processing. 

 
 

1. Introduction 
 

On April 1986, at a scientific meeting held in Utah on Neural Networks 
for Computing, Jeanny Herault and Christian Jutten presented a research paper 
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about a learning algorithm capable to blindly separate mixtures of independent 
signals (Herault & Jutten, 1986). Beginning with this moment there have been 
developed a lot of researches based on independent component analysis.  ICA is 
a blind source separation method, so it allows the extraction of component 
signals from a mixture of them.  

During almost four decades since the first presentation of the 
independent components method, this has proved applicable in a multitude of 
different fields. As its name indicates, the purpose is to reconstruct the 
independent sources knowing a linear mixture of source signals. The kind of 
problems solved by independent component analysis algorithm are called 
“cocktail party” problems. As an example, we consider four people in the same 
room, talking at the same time. Three microphones placed in different location 
in the room will capture a mixture of the voices signals. The blind separation 
technique is able to correctly identify each voice signal, knowing only the 
number of people who speak and the linear mixture of their voice signal. In 
order to get good results, the source signals must meet two conditions: they 
need to be statistically independent of each other and the values for each source 
signal have non-Gaussian distribution. A remarkable number of researches are 
in medical field, the method being applied for the processing of biological 
signals recorded by electrocardiograms, electroencephalograms, etc. For 
example, in (Calhoun et al., 2009) is shown how to remove artifacts which are 
mixed in different biomedical signals such as Electroencephalogram (EEG), 
Magnetoencephalography (MEG) or functional magnetic resonance imaging 
(fMRI).  The same method is used in (Pontifex  et al., 2017) to separate brain 
signals from other signals generated by other activities or in (Deprez et al., 
2018)  to study a cochlear implant artifacts attenuation method which influences 
EEG recordings in case of Electric auditory steady-state responses (EASSRs) 
measurements. Also (Pang et al., 2016) described how to obtain a high-quality 
ECG by removing the interference respiratory signals demonstrating that ICA 
algorithm is more powerful and more effective to de-noising the respiratory 
signal from ECG. Used as a data-mining tool ICA can extract biologically 
relevant gene expression features from microarray data (Kong et al., 2008), or 
may be the basis for the analysis of neural networks in Parkinson's disease (Onu 
et al., 2015).  

Another area in which ICA can be applied is the financial one or in 
stock market. Using the algorithm of independent components can be identified 
some driving mechanisms which act in time series representing currency 
exchange or daily returns of stocks (Back & Weigend, 1997; Kiviluoto & Oja, 
1999).  

Image processing is another area where the independent components 
method has proven useful. In Derrode et al., (2003), the method was used for 
segmenting the image for the purpose of extracting certain layers from the 
initial image and in (Lee & Lewicki, 2002) for removing the noise from the raw 
images corrupted or affected by Gaussian noise. Another interesting application 
of ICA in the field of image processing was to increase copyright protection by 

https://www.worldscientific.com/doi/pdf/10.1142/9789813100312_0053
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using a blind watermark (Hajisami et al., 2011). Experimental results prove that 
ICA based method has better results against different types of attacks like 
resizing, rotation, noise addition, grayscale reduction, compression, lowpass 
filtering, cropping.  

The identification of discriminatory characteristics in biometrics can 
also be treated using independent component analysis. The applications in the 
biometric domain refer to face recognition (Dagher & Nachar, 2006), 
fingerprints (Long & Kong, 2004) or ear recognition (Zhang et al., 2005). 

Telecommunications represent another area of great potential. 
(Ristaniemi & Joutsensalo, 1999) use ICA for blind separation of the user’s own 
signal from the interfering signals of others in Code-Division Multiple Access 
mobile communications. An application of ICA method for noncircular signals 
based on second-order statistics provides a Faster convergence and errors 
smaller than other methods (Jia & Yang, 2016).   

In audio signal processing field ICA method was widely used for 
removing noise (Zibulevsky & Pearlmutter, 2001), but also to design models for 
automatic speech recognition, using the method capabilities of feature 
extraction (Cho & Park, 2016).  Radar identification of aerospace targets that 
have multiple moving parts (helicopters, miniature unmanned aerial vehicles) 
and which have special features in the radar return is analyzed in (Addabbo et 
al., 2017) using ICA.  

Analysis based on the independent components of the acoustic signals 
that appear in mechanical systems due to vibrations, is useful in machines 
condition (Cheng et al., 2015) or in fault diagnosis of rolling element bearings 
(Guo et al., 2014). Experimental vibration investigations on a scaled submarine 
show that ICA is efficient too in identification of vibratory source signals of 
complex structures (Lee et al., 2015). The detection and diagnosis of defects in 
the capacitors system of a power plant using ICA provided also valid and 
effective results (Ajami & Daneshvar, 2014). The study of vibrations that 
appear in buildings reveals that the vibration pattern in normal condition is 
affected by external sources like noise and vibration from road and rail traffic, 
wind, earthquakes, blasting, construction operations, and so on. As an example, 
(Popescu, 2010) shows how to separate the vibration produce by underground 
traffic from the mixture of building vibrations. 

Another ICA potential and ability in extracting features is presented in 
(Sun et al., 2019). The authors show the success of ICA in assessing  the 
performance of an electronic nose capable to analyse  gas composition in 
complicated environments.  

For detecting defects in the OLED (Organic Light Emitting Displays) 
panels, the first step is to establish the connection between the independent 
components and the background image in the case of the faultless image. Using 
the demixing matrix, the background image is reconstructed and then subtracted 
from the captured test image. Thus is obtained the image with preliminary 
defects from which the defects can be identified (Wang et al., 2012). 

The ICA algorithm has also been successfully used in power systems. 
In order to improve the operational safety and stability of the energy system, an 

https://link.springer.com/article/10.1007/s11771-014-1935-2#auth-1
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accurate separation of harmonics from the grid voltage is needed. This 
separation was realized with excellent performance by (Cai et al., 2017), based 
on ICA. Another application of the independent components method in power 
systems, presented in (Liao & Niebur, 2003) is the estimation of load profiles 
based on the active power flows on the grid branches. 

The present paper uses a blind separation technique in order to estimate 
active and reactive load profile for consumers, without knowing the 
configuration or the parameters of electrical network.  

In planning and management of electric networks it is important to 
know the forecast of all consumers' electricity loads. In this regard, it is 
important to know the load profiles of all networked customers. Because 
monitoring and remote transmission of consumption involves significant costs, 
estimating load profiles using statistical algorithms can be a viable alternative. 

The paper shows that ICA algorithm is capable of providing correct 
evaluations for individual consumers load profiles, without any information 
about electrical network.  

 
 
2. Mathematical Model of Independent Component Analysis 

 
Independent component analysis is an important algorithm for statistical 

signal processing community. It is a linear transformation method, so the 
observed signals are linear combination of unknown independent source 
signals. In order to blindly estimate source signals, the inverted unknown 
mixing matrix must be determined.    

The statistical model called independent component analysis is 
mathematical expressed by the equation: 

 

, X A S     (1) 

 

where: M PR X is the matrix whose columns contained the mixed signals 
(observations vector). The number of rows corresponds to the independent 
source signals, and the data on each column corresponds to the number of 

samples of mixed signals. 
N PR S  – matrix whose columns contained the 

source signal vectors, M NR A  – mixing matrix, containing unknowing 
constant elements. 

This model shows that the observed data (X) are generated by mixing S 
components. The only known data are the elements of X and using them, both A 
and S must be estimated. The most important assumption for ICA is that S 
components are statistically independent. Two variables are considered to be 
independent if the information about the values of first variable does not give 
any information on the second one, and vice-versa. Mathematically, if two or 
more variables are independent, the joint probability function of all variable is 
the product of probability density of each of them. 

https://ieeexplore.ieee.org/author/37333499200
https://ieeexplore.ieee.org/author/37281608900
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The estimation of independent components is realized based on 
minimization of mutual information or the estimation of maximum likelihood. 
The paper works with FastICA algorithm, which is based on minimizing mutual 
information.  

First step needed in applying ICA is centering the data. This involves 
diminishing each element with the mean value of the signal, thus obtaining a 
zero value on each row of the X matrix. 
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i =1,…,M, j = 1,…,P. 
This way, S can be considered to be zero-mean, as well. After mixing 

matrix A is estimated, the mean vector of S is added back to the centered 
estimates. 

Another preprocessing step consists in whitening the observed variable, 
which means that any correlation in the data is removed. Whitened is realized 

applying a linear transformation to X vector so that a new white vector X is 

obtained. The covariance matrix of X  is the identity matrix: 
 

  .T E X X I                                 (3) 
 

One of the commonly used whitening methods is based on eigenvalue 
decomposition on the covariance matrix of centered data. 

 

    ,T TE X X E D E                    (4) 
 

where: E is the orthogonal matrix of eigenvectors, D – diagonal matrix of 
eigenvalues. 

The new white vector X will be: 
 

1/2 1/2 .T T   X ED E X ED E AS AS           (5) 
 

By performing the whitening, the number of parameters to be estimated 
is reduced by almost half.  

Performing these two steps together is referred to as sphering, and is 
important to speed up the algorithm of ICA. These consist of setting to zero the 
mean and covariance, and equalized the variance.     

After the two preprocessing steps were performed, an iterative algorithm 
is applied in order to find a matrix W, which is the inverse of mixing matrix, also 
called un-mixing matrix:  

,Y WX                                       (6) 
 

Y extracted signals matrix (N  P), 

W unmixig matrix (N  M), 

X mixture signals matrix (M  P). 
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When the number of sources is equal with the number of mixture 
signals, matrix A is invertible and W = A

–1.
When the number of source signals is 

(higher) larger than the number of mixture (n > m), A is not invertible, and the 
problem is called over-complete. When the number of source signals is less than 
the number of mixture (n < m), the problem is called under-complete and can be 
solved by deleting some mixture.  

 
Fig. 1 – FastICA method flow chart. 

 
The steps to be followed in applying the FastICA algorithm are shown in 

Fig. 1. 
The independent component method has two ambiguities. The first one 

is about the sign and it is not important for most of the problem. The second 
ambiguity referred to the order of independent component, which is freely 
changed.  

The paper used FastICA algorithm implemented in Matlab and available 
free of charge on World Wide Web.     

Multidimensional variable vectors of power flow on network branches 
were considered as mixed signals, both for active and reactive power. These are 
linear combinations of consumers' active and reactive power demands. The 
multidimensional variable vectors representing consumers load profiles are 
independent, so they can be estimated using the statistical technique called 
independent component analysis (ICA).  
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3. Case Study 
 

The study was conducted on a 5-node looped network (Fig. 2), which 
feeds 4 consumers with different load profiles. The voltage level of the analyzed 
network is 220 kV.  Consumer load profiles were chosen so that they were 
statistically independent, because these will be the source signals to be 
determined. Consumer load profiles are known and will be compared to those 
resulting from the application of the ICA algorithm. 

Fig. 2 − Electrical network. 
 
Knowing the topology and network parameters, there have been 

calculated power flows through each branch. The calculations were performed 
over a 24 hours period using ETAP18.1. The active and reactive power flows 
provided by ETAP in watts are shown in Table 1.  

The power flows on the network branches, for 24 hours, provided by 
ETAP will be the mixed signals used as input data in the independent component 
method. 

As a method of determining the independent components, the FastICA 
algorithm developed at the Faculty of Science of the University of Helsinki was 
used. 

As mentioned in the previous paragraph, multidimensional variables 
represented by active and reactive power flows on the branches are subjected to a 
preprocessing step. First, a data centering, consisting of lowering the average 
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value of each component of the multivariable vectors is achieved, thus bringing 
the mean to zero. 

 
 

Table 1 
Active and Reactive Power Flow on Branches 

PZ1  
[p.u.] 

QZ1 
[p.u.] 

PZ2  
[p.u.] 

QZ2  
[p.u.] 

PZ3  
[p.u.] 

QZ3  
[p.u.] 

PZ4  
[p.u.] 

QZ4  
[p.u.] 

PZ5  
[p.u.] 

QZ5  
[p.u.] 

PZ6  
[p.u.] 

QZ6  
[p.u.] 

PZ7  
[p.u.] 

QZ7  
[p.u.] 

0.261 0.257 0.129 0.122 0.085 0.077 0.070 0.063 0.056 0.046 0.090 0.082 0.024 0.024 

0.265 0.260 0.132 0.124 0.088 0.078 0.072 0.064 0.056 0.047 0.095 0.083 0.026 0.025 

0.256 0.249 0.129 0.121 0.087 0.078 0.071 0.064 0.056 0.047 0.093 0.082 0.025 0.025 

0.246 0.249 0.124 0.119 0.083 0.076 0.068 0.063 0.055 0.047 0.088 0.079 0.024 0.024 

0.255 0.264 0.128 0.121 0.085 0.074 0.070 0.061 0.056 0.045 0.091 0.078 0.025 0.023 

0.444 0.348 0.225 0.164 0.152 0.102 0.124 0.084 0.088 0.074 0.168 0.104 0.049 0.026 

0.651 0.472 0.351 0.239 0.251 0.160 0.203 0.130 0.127 0.091 0.287 0.178 0.089 0.051 

0.819 0.752 0.393 0.299 0.251 0.146 0.211 0.135 0.252 0.341 0.238 0.063 0.032 -0.069 

0.869 0.835 0.400 0.324 0.244 0.153 0.208 0.144 0.276 0.392 0.218 0.051 0.017 -0.088 

0.883 0.788 0.396 0.294 0.234 0.127 0.199 0.121 0.263 0.355 0.211 0.032 0.017 -0.087 

0.905 0.822 0.404 0.308 0.237 0.135 0.200 0.128 0.257 0.355 0.217 0.042 0.022 -0.082 

0.870 0.764 0.404 0.308 0.248 0.154 0.206 0.137 0.206 0.264 0.252 0.104 0.052 -0.030 

0.960 0.964 0.430 0.382 0.253 0.186 0.214 0.172 0.279 0.424 0.230 0.085 0.021 -0.083 

1.000 1.000 0.450 0.385 0.267 0.178 0.226 0.165 0.282 0.409 0.246 0.079 0.028 -0.081 

0.976 0.976 0.436 0.387 0.256 0.188 0.217 0.170 0.265 0.374 0.235 0.108 0.030 -0.059 

0.819 0.688 0.387 0.288 0.243 0.153 0.200 0.130 0.165 0.170 0.260 0.137 0.067 0.012 

0.749 0.492 0.359 0.228 0.229 0.139 0.185 0.112 0.110 0.066 0.262 0.160 0.084 0.051 

0.697 0.488 0.346 0.229 0.229 0.141 0.185 0.114 0.109 0.067 0.264 0.162 0.084 0.052 

0.709 0.495 0.352 0.241 0.233 0.155 0.188 0.125 0.111 0.073 0.269 0.179 0.086 0.057 

0.721 0.487 0.358 0.237 0.236 0.151 0.191 0.122 0.112 0.074 0.273 0.174 0.087 0.055 

0.731 0.454 0.370 0.227 0.250 0.149 0.202 0.121 0.118 0.071 0.287 0.171 0.093 0.055 

0.720 0.474 0.367 0.235 0.249 0.153 0.201 0.124 0.119 0.075 0.285 0.172 0.091 0.055 

0.430 0.332 0.212 0.151 0.140 0.090 0.114 0.074 0.079 0.051 0.152 0.097 0.046 0.030 

0.262 0.291 0.129 0.126 0.085 0.070 0.069 0.058 0.056 0.042 0.090 0.074 0.024 0.022 

 
 
A second step of preprocessing consists in whitening. By whitening the 

variance is normalized in all directions. Whitening ensures all the source signals 
are treated equally before the algorithm begin. The whitening active power flows 
on branches are shown in Fig. 3. 

The same preprocessing steps are applied to consumers load profiles. 
These steps are necessary in order to compare the real load profiles with those 
calculated based on ICA. The 24 hours load profile shape is shown in Fig. 4. 

After the preprocessing steps are done FastICA algorithm is running. 
The only data to be entered is the profiles for active and reactive power flow and 
the number of consumers feed by electrical network. The FastICA toolbox 
allows you to perform analyzes for multiple computational modes and more 
ways to treat nonlinearities. The algorithm has been applied twice: for the active 
and reactive load. 
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Fig. 3 − Mixed signals representing active power flows on branches after preprocessing. 

 
 

    
 
 
 
 
 
 
 
 
 

 
 

 

 

 

 

 

 

 

 
Fig. 4 − 24 hours consumers load profile. 
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The visual analysis of the signals provided by FastICA highlights the 
previously mentioned ambiguities of the algorithm. The first one is about the 
order of the load graphs which is arbitrary. Different aspects of the consumer 
load profiles allow an easy determination of the correspondence between the 
load profiles determined by demixing process and the real load profiles. Thus, 
the first real consumer corresponds, in Fig. 5, to the 3

rd
 profile, the consumer 2, 

to the first profile, the third consumer has the profile 4 and the 4
th 

consumer has 
the profile corresponds to the second consumer.  

 

Fig. 5 − 24 hours consumer active and reactive load profile determined with FastICA. 

 

4. Discussion 
 
A first assessment of the accuracy of the ICA algorithm precision can 

be highlighted by comparing the real load graphs of the consumers with those 
provided by the statistical method. This comparison is shown in Fig. 6. It 
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highlights the observance of the variation trend of active load for all four 
consumers. With two exceptions, observable in the case of the first consumer of 
Fig. 6, the gap between the load profile pairs is small. 

 

 
 

 
 

Fig. 6 − Comparison between estimated load profile provided by ICA and real 
consumer load profile. 

 

A more accurate evaluation requires the calculation of errors. In Table 2 
the mean and maximum relative errors for each of the four consumers are 
calculated. 
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Table 2 

Mean Error for Each Consumer 

  
Mean error for  
active power, [%] 

Mean error for  
reactive power, [%] 

Cons.1 7.80  16.62 

Cons.2  1.76   1.69 

Cons.3 2.21   3.28 

Cons.4 0.35   0.33 

 
Calculated values for the relative mean error indicate a satisfactory 

accuracy of load profiles calculated with ICA. Unexpectedly, the smallest 
average error is in the case of the first consumer, although the difference 
between actual and estimated loads, highlighted on the graphs in Fig. 5, is the 
highest. This result is due to the fact that absolute hourly errors are both positive 
and negative. For a more precise assessment of the accuracy of the results 
obtained by the ICA method, the maximum relative errors presented in Table 2 
were calculated.  These indicate,  as can be seen in the comparative graphs of 
Fig. 5, that the estimation of the first consumers load profile has the lowest 
precision.  

On the whole, the ICA algorithm can be considered to provide good 
results when estimating the load profiles of consumers, knowing only the power 
flows on the network branches and the number of consumers. 

 

 
5. Conclusion 

 
The present paper illustrated that the consumers load profiles can be 

estimated using a blind separation technique. The FASTICA algorithm has been 
used to identify the load profiles of consumers in a network knowing the power 
flows on the branches. These can be considered as linear combinations of 
consumer loads that meet the requirement of being statistically independent.  

An important advantage of applying this statistical technique is that it is 
not necessary to know the parameters and the network topology, but only the 
power flows on the branches and the number of consumers. 
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APLICAŢII ALE METODEI  COMPONENTELOR INDEPENDENTE PENTRU 

STUDIUL PROFILELOR DE SARCINĂ 
 

(Rezumat) 

 
Lucrarea îşi propune să stabilească profilele de sarcină din nodurile unei reţele 

buclate, atunci când se cunosc circulaţiile de putere activă şi reactivă pe laturi. Se 
utilizează o metodă statistică, analiza componentelor independente (ICA), care permite 
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extragerea componentelor sursă din amestecuri ale acestora. Metoda necesită două 
restricţii care se referă la independenţa statistică şi la distribuţia non-gaussiană a 
semnalelor sursă. În lucrare, ICA a fost utilizată pentru a extrage profilurile de sarcină 
activă şi reactivă din circulaţiile de putere de pe laturile reţelei. ICA este un algoritm de 
separare în orb a surselor, care nu necesită cunoaşterea parametrilor reţelei sau a 
configuraţiei acesteia. Profilele de sarcină ale consumatorilor obţinute prin metoda 
componentelor independente s-au suprapus cu o bună aproximaţie peste graficele reale 
ale sarcinilor din noduri. 


