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Abstract. The paper presents a new eye image segmentation method used 

to extract the pupil contour based on the modified U-Net CNN architecture. The 

analysis was performed using two databases which contain IR images with a 

spatial resolution of 640x480 pixels. The first database was acquired in our 

laboratory and contains 400 eye images and the second database is a selection of 

400 images from the publicly available CASIA Iris Lamp database. The results 

obtained by applying the segmentation based on the CNN architecture were 

compared to manually-annotated ground truth data. The results obtained are 

comparable to the state of the art.  

The purpose of the paper is to present the implementation of a robust 

segmentation algorithm based on the U-Net convolutional neural network that 

can be used in eye tracking applications such as human computer interface, 

communication devices for people with disabilities, marketing research or 

clinical studies.  

The proposed method improves uppon existing U-Net CNN architectures in 

terms of efficiency, by reducing the total number of parameters used from 31 
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millions to 38k. The advantages of using a number of parameters approximatly 

815 times lower than the original U-Net CNN architecture are reduced 

computing resources consumption and a lower inference time.  

 

Keywords: deep learning; segmentation; eye dataset; U-Net; convolutional 

neural networks. 
 

1. Introduction 

 

Eye tracking has become a useful tool with multiple application in 

fields such as marketing (Wedel and Pieters, 2008), design, human-computer 

interface (Li et al., 2006; Zhang et al., 2017), driver safety (Singh et al., 2011), 

assistive technology (Bozomitu et al., 2019b), psychological studies on human 

behaviour (Rahal and Fiedler, 2019), teaching (Ujbanyi et al., 2019), gaming 

(Alhargan et al., 2017) and research (Hooge et al., 2019). 

Eye image segmentation for eye tracking applications is usually 

performed by using feature or model based methods that can be influenced by 

outside factors such as image artefacts caused by variations in illumination, 

reflections from eyeglasses, cornea or contact lenses, the eyelashes and 

eyebrows, makeup, partially closed eye (Bozomitu et al., 2019a). Considering 

these factors, the need for a more robust method has risen, and such a method is 

segmentation based on efficient convolutional neural networks.  

Traditionally, eye image segmentation has been performed using 

various methods adapted from other segmentation applications such as text 

analysis. These methods require the identification of a threshold value, either 

fixed or adaptive, in order to separate the pupil contour from the background 

image. An in-depth analysis of eye image segmentation methods is presented in 

(Pasarica et al., 2017). This study presents a comparison between three 

subclasses of segmentation methods: fix threshold segmentation (fixed 

threshold, quantitative threshold (Zhang and Gerbrands, 1994) and cumulative 

distribution function (Lee, 2001) method), global threshold segmentation 

(minimum error Kittler (Kittler and Illingworth, 1986) and characteristic 

separation), and local adaptive threshold (Bradley (Bradley and Roth, 2007), 

Bernsen (Bernsen, 1986) and Niblack (Niblack, 1985) methods). The results 

presented in this study show the highest segmentation accuracy for the Bradley 

method at approximately 85%. 

This paper presents the implementation of an efficient U-Net 

convolutional neural network in order to perform eye image segmentation for 

eye tracking applications (Ronneberger et al., 2015).  

 

2. Eye Image Datasets 

 

The eye image segmentation using efficient CNN was performed on 

two datasets. The first dataset referred to as DB1 was obtained in our laboratory 
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using a USB camera with the spatial resolution of 640x480 pixels. The camera 

was modified by replacing the light source with IR leds and by applying an 

infrared glass filter over the camera lens. The camera was mounted on a pair of 

glasses in order to position it slightly beneath the eye. The dataset contains 400 

images with the resolution 640x480 acquired with the eye in different positions 

due to the eye gaze direction (up/down or left/right). This is due to the fact that 

the pupil shape transitions from circular to elliptical based on the filming angle 

and the eye gaze (Bozomitu et al., 2019b). 

 

 
Fig. 1 – Image acquisition in our laboratory. 

 

 
 

 
Fig. 2 – Examples of images and the manually annotated pupil contour for DB1. 
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The second dataset, referred to as DB2, is CASIA-Iris-Lamp which is a 

larger public dataset of approximately 16000 eye images (“CASIA-Iris-Lamp 

dataset,” 2020). For this analysis we selected 10 images from each of the first 

40 subjects from this dataset, resulting in a total of 400 images. The spatial 

resolution is 640x480 pixels and the images were acquired in IR. The position 

of the pupil in these images is central, the difference being the fluctuation in 

lighting conditions. 

 

 
 

 
 

Fig. 3 – Examples of images and the manually annotated pupil contour for DB2. 

 

In order to determine the image segmentation accuracy we compared 

the contour determined using the proposed efficient CNN method to the 

manually annotate pupil contour for each image. 

 
3. U-Net CNN Architecture 

 

The U-Net CNN architecture is characterised by the use of a contracting 

branch (the left side) and an expansive branch (the right side) (Ronneberger et 

al., 2015), as presented in Fig. 4. The layers of the architecture are presented in 

detail in Table 1. 

The left branch of the CNN architecture has the input image 

redimensioned to a lower spatial resolution, in our case from 640x480 pixels to 
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128x96 pixels, and is processed by applying two 3x3 separable convolutions 

with ReLU, the first with dropout, the second without, followed by a 2x2 max 

pooling operation with stride 1 for downsampling. The downsampling reduces 

the input image dimensions by half and we double the number of feature 

channels in convolutional layers on each step from 8 to 128 (more precisely 8, 

16, 32, 64, 128) until the image resolution is 6x8 with 128 feature channels. 

Separable convolutions are used to reduce the number of parameters necessary. 

These are depthwise convolutions which use a single 3x3 kernel on a single 

input channel, for example if the input is 10x10x3 with a 3x3 kernel then the 

output is 8x8x3 (27 parameters without bias), but the desired final features 

channel is 8. In order to obtain this value, pointwise convolutions which 

perform a classic 1x1 convolution are used in order to have an output of 8x8x8 

(32 parameters pointwise convolutions) (Chollet, 2017). The total number of 

parameters for depthwise convolutions and pointwise convolutions is 59. The 

dropout is used to simulate a larger number of different architectures by 

dropping nodes from the CNN during training in order to reduce overfitting and 

to improve generalization error. 

The right branch consists of upsampling of the feature map using a 2x2 

transpose convolution with stride 2x2, except for the last layers where we use 

5x5 stride to upsample the output mask resolution from 96x128 to 480x640. 

Separable convolutions also start to decrease the number of feature channels 

from 128 to 8 with the output layer 480x640x1. The number of parameters of 

the input feature map is reduced by applying for the next layers 1x1 

convolutions with a large number of filters. 

The U-Net also requires for corresponding cropped feature maps 

from each branch of the network to be concatenate. This combines the 

location information from the downsampling branch with the contextual 

information in the upsampling branch to finally obtain a general information 

combining localization and context, which is necessary to predict a good 

segmentation map. 

Overall, the U-Net architecture consists of 20 separable convolutional 

layers, 9 1x1 convolutional layers, 5 transpose convolutional layers, 4 

maxpooling and 4 concatenated layers which uses a total of 38356 parameters, 

as presented in Table 1. 

The model training and validation is performed on a dataset that 

contains images from both DB1 and DB2. For the training subset 428 eye 

images were randomly selected from the dataset. The validation was performed 

on 108 eye images and the remaining 264 images were used for testing. 

The training was performed using the eye images and the corresponding 

manually annotated masks in order to determine the model over a number of 50 

epochs. 
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Fig. 4 – The modified U-Net CNN architecture. 
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Table 1 

U-Net CNN Architecture Detailed Layers 

No. Layer Kernel No. param. Dimensions 

0 Input Image - - 96x128x3 

1 SeparableConv+ReLU+Drop(0.1) 3x3 59 96x128x8 

2 SeparableConv+ReLU 3x3 144 96x128x8 

3 MaxPooling 2x2 - 48x64x8 

4 SeparableConv+ReLU+Drop(0.1) 3x3 216 48x64x16 

5 SeparableConv+ReLU 3x3 416 48x64x16 

6 MaxPooling 2x2 - 24x32x16 

7 SeparableConv+ReLU+Drop(0.2) 3x3 688 24x32x32 

8 SeparableConv+ReLU 3x3 1344 24x32x32 

9 MaxPooling 2x2 - 12x16x32 

10 Conv+ReLU 1x1 528 12x16x16 

11 SeparableConv+ReLU+Drop(0.2) 3x3 1232 12x16x64 

12 Conv+ReLU 1x1 1040 12x16x16 

13 SeparableConv+ReLU 3x3 1232 12x16x64 

14 MaxPooling 2x2 - 6x8x64 

15 Conv+ReLU 1x1 1040 6x8x16 

16 SeparableConv+ReLU+Drop(0.3) 3x3 2320 6x8x128 

17 Conv+ReLU 1x1 2064 6x8x16 

18 SeparableConv+ReLU 3x3 2320 6x8x128 

19 Conv+ReLU 1x1 2064 6x8x16 

20 ConvTranspose 2x2 4160 12x16x64 

21 Concat(13, 20) - - 12x16x128 

22 Conv+ReLU 1x1 2064 12x16x16 

23 SeparableConv+ReLU+Drop(0.2) 3x3 1232 12x16x64 

24 Conv+ReLU 1x1 1040 12x16x16 

25 SeparableConv+ReLU 3x3 1232 12x16x64 

26 Conv+ReLU 1x1 1040 12x16x16 

27 ConvTranspose 2x2 2080 24x32x32 

28 Concat(8, 27) - - 24x32x64 

29 SeparableConv+ReLU+Drop(0.1) 3x3 2656 24x32x32 

30 SeparableConv+ReLU 3x3 1344 24x32x32 

31 ConvTranspose 2x2 2064 48x64x16 

32 Concat(5, 31) - - 48x64x32 

33 SeparableConv+ReLU+Drop(0.1) 3x3 816 48x64x16 

34 SeparableConv+ReLU 3x3 416 48x64x16 

35 ConvTranspose 2x2 520 96x128x8 

36 Concat(3, 35) - - 96x128x16 

37 SeparableConv+ReLU+Drop(0.1) 3x3 280 96x128x8 

38 SeparableConv+ReLU 3x3 144 96x128x8 

39 ConvTranspose 2x2 265 480x640x8 

40 SeparableConv+ReLU+Drop(0.1) 3x3 144 480x640x8 

41 SeparableConv+ReLU 3x3 144 480x640x8 

42 Conv+Sigmoid 1x1 9 480x640x1 

- Output - 38356 480x640x1 
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4. Experimental Results 

 

The model obtained after the training stage of the U-Net architecture is 

validated on 108 eye images, after which we tested the model segmentation 

accuracy on 264 test images. The output image mask for the test images is 

obtained by applying an additional step to the U-Net architecture which consists 

of a 2x2 transposed convolutional layer with a stride of 5 that upscales the 

output mask from the spatial resolution of 96x128 to 480x640 pixels. The 

segmentation similarity between the manually annotated mask and the output 

image mask obtained from the trained model applied for the test images is 

determined by computing the dice similarity coefficient (DSC) (Dice, 1945), 

(Sorensen et al., 1948). The DSC consists of the ratio between the double value 

of total number of correctly identified pupil and background pixels and the total 

number of pixels in both masks, as follows: 

 

1 2

1 2

2 M M
DSC

PixM PixM





                                              (1) 

 

where M1 is the manually annotated mask, M2 is the output image mask, PixM1 

and PixM2 are the total number of pixels for each mask, which in our case is 

equal to the spatial resolution of 640x480. 

Fig. 5 and 6 present the results of the testing stage where the original 

eye image, the manually annotated mask and the model output mask are shown 

for images given as examples. 

 

 

 
Fig. 5 – Example images from DB1 that show the results of the testing stage. 
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Fig. 6 – Example images from DB2 that show the results of the testing stage. 

 
 The overall DSC value obtained after analysis the test subset is 99.81% 

with the time of processing 1 image is less than 1ms. Table 2 presents similar 

values obtained for different threshold selection methods, as presented in 

(Păsărică et al., 2017). This study presents a comparison between three subclasses 

of segmentation methods: fix threshold segmentation (fixed threshold, 

quantitative threshold and cumulative distribution function method), global 

threshold segmentation (minimum error Kittler and characteristic separation), and 

local adaptive threshold (Bradley, Bernsen and Niblack methods). 
 

Table 2 

Segmentation Accuracy Using Different Methods from the State of the Art 

Segmentation method Accuracy DB1 

(%) 

Accuracy DB2 (%) 

U-Net architecture (proposed) 99.81 99.81 

Fixed threshold 83.41 79.17 

Quantitative t = 0.5 % (Zhang and 

Gerbrands, 1994) 

76.04 88.59 

Cumulative distribution function 

(Lee, 2001) 

75.87 56.54 

Characteristic separation 

(Păsărică et al., 2017) 

80.94 80.86 

Kittler (Kittler and Illingworth, 

1986) 

84.77 83.87 

Bradley (Bradley and Roth, 2007) 82.42 88.96 

Bernsen (Bernsen, 1986) 81.92 85.94 

Niblack (Niblack, 1985) 64.87 29.86 
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5. Conclusions 

 

The eye image segmentation based on the U-Net system architecture is 

an efficient and robust method. The outside factors that can influence image 

segmentation which are more prevalent in model or feature based threshold 

selection do not influence our proposed method. The two datasets analysed 

present these types of factors, such as different illumination, corneal reflection, 

different physiological characteristics or different pupil shapes based on gaze 

direction and filming angle. 

The system architecture is designed efficiently by reducing the number 

of parameters used, with a total of 38356 with the time of inference <1ms. This 

is performed by using downsampling and upsampling branches, by 

concatenating the corresponding feature maps from each branch and by using 

separable convolutions combined with 1x1 convolutional layers and dropout, 

the latter having the extra benefit of preventing overfitting of the model.  

The training and validation stages provide a working model that was 

used to perform the eye image segmentation for the test subset. The results were 

quantified by determining the similarity coefficient between the manually 

annotated eye image mask and the model output mask. The results show a 

similarity coefficient of 99.81%, which is significantly improved when 

compared to the reported value of 85% for the same datasets analysed using 

model and feature based threshold selection methods. 
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METODA DE SEGMENTARE A IMAGINILOR OCHIULUI PE BAZA 

ARHITECTURII U-NET CNN MODIFICATĂ 

 

(Rezumat) 

 

Lucrarea prezintă o nouă metodă de segmentare a imaginii ochilor, utilizată 

pentru extragerea conturului pupilei, bazată pe arhitectura CNN U-Net modificată. 

Analiza a fost realizată folosind două baze de date care conțin imagini IR cu o rezoluție 

spațială de 640x480 pixeli. Prima bază de date a fost achiziționată în laboratorul nostru 

și conține 400 de imagini ale ochiului, iar a doua bază de date este o selecție de 400 de 

imagini din baza de date CASIA-Iris-Lamp disponibilă public. Rezultatele obținute prin 

aplicarea segmentării bazate pe arhitectura CNN au fost comparate cu datele adnotate 

manual. Rezultatele obținute sunt comparabile cu cele din stadiul actual al domeniului. 

Scopul lucrării este de a prezenta implementarea unui algoritm de segmentare 

robust bazat pe rețeaua neuronală convoluțională U-Net, care poate fi folosită în 

aplicații de urmărire a ochilor, cum ar fi interfața umană cu computer, dispozitive de 

comunicare pentru persoanele cu dizabilități, cercetări de marketing sau studii clinice. 

Segmentarea imaginii oculare este de obicei realizată folosind un algoritm 

bazat pe un model sau bazat pe caracteristici, care poate fi influențat de artefacte ale 

imaginii cauzate de condiții de iluminare, cornee, ochelari sau lentile de contact, 

caracteristici fiziologice ale ochilor sau prezența genelor sau sprâncenelor. Acest lucru 

necesită un algoritm mai robust și adaptativ care poate fi utilizat pentru a determina cu 

exactitate conturul pupilei în imagini oculare, cum ar fi în cazul rețelei neuronale 

convoluționale U-Net. Segmentarea imaginii ochilor folosind diferite metode, cum ar fi 

pragul de segmentare cantitativ, metoda Bradley, metoda Kittler, metoda de separare a 

caracteristicilor a fost efectuată în Păsărică și colab., 2017. Acest articol prezintă un 

studiu comparativ complet al acestor metode, analizând aceleași baze de date propuse în 

această lucrare. 


